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RICES 2021 with its overarching theme of Humanising Innovation was a huge success and I am 
extremely pleased with its outcome. This beautiful and meaningful event will not be a success 
without the dedication, teamwork, creative mind-sets, and hard work by many of us in the 
Research, Industrial Collaborations and Engagement Division. I am certain that we will be able 
to continuously and successfully organise this event for many years to come.

I would also like to thank all the committee members for your relentless assistance for this 
event. The event that marks our DNA to profoundly rethink on ways we can compete in this
next-generation, more-human digital world, which is obviously an unclaimed territory. Your 
contributions are really valuable and precious for the new generations so called the digital 
natives.

With the help of your hand, we have had a strong 129 participations from various institutions, 
local and overseas. Personally, I believe this is a big movement to keep pushing and promoting 
digital, visionary innovation.   

To all participants, believe in the creative vibes in you. Continue to churn out new inventions 
and innovations, let RICES rise to its purpose in providing the stage for the researchers and 
innovators to freely express your ideas.   

Prof. Ir. Dr. Hairul Azhar Bin Abdul Rashid 
Vice President 
Research and Industrial Collaboration and Engagement 
Multimedia University
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FOREWORD

CHAIRPERSON OF RICES 2021

On behalf of the Committee, it is my pleasure to welcome you to the 5th Research Innovation,
Commercialisation and Entrepreneurship Showcase 2021 (RICES 2021) held virtually on 16
November 2021. RICES provides a platform for the participants to showcase their latest
inventions, innovations, and R&D commercialisation achievements. It also provides the 
opportunity for the participants to receive feedback and develop new partnerships with existing
and new collaborators and investors. We are pleased to present the proceedings of the
exhibition as its published record. 

There are two categories of showcase under RICES 2021 - Research Project Showcase and
Social Innovation Project Showcase. Despite the challenging COVID-19 pandemic situations,
we received 129 submissions from different countries, representing a slight increase compared 
to the submissions under these two categories for RICES 2020. 

This event is the result of the hard work of many people. We want to express our appreciation 
to the members of the Organising Committee and the external reviewers for their efforts in
evaluating the submissions. We also thank our event sponsor, Keenon Robotics and Prof. 
Fabian Kung (FOE, MMU), for sharing their robots with us for the opening ceremony. The
event would not be possible without the excellent inventions contributed by the participants. 
We thank all the inventors for their contributions and participation in RICES 2021!

We hope this event will further inspire technological innovations that will benefit humanity.  

Prof. Ir. Dr. Lim Heng Siong
CHAIRPERSON of RICES 2021
Deputy Director, Research Management Centre
Multimedia University
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FOREWORD

HEAD OF MMU PRESS

I am delighted to write this foreword, not only because Research Innovation,
Commercialisation and Entrepreneurship Showcase 2021 (RICES 2021) has been successfully
documented in this special edition, but also because the quality of the research papers, various 
inventions, innovations, and R&D commercialisation achievements are of a high standard. 
Congratulations to all the participants, and may RICES become the platform for you to achieve
greater heights in the future.

It is our utmost hope that MMU Press mission will be an internationally recognised academic 
press. Its spirit is to connect Multimedia University (MMU) with the larger communities and
institutions through innovative and inspiring writings. I believe this book can help researchers, 
academics, students, and industry players to further develop a shared vision and understanding
of the digital world and what it offers. Kevin Colleran, one of Facebook’s earliest employees
who spoke about staying true to his entrepreneurial spirit says “If you can’t imagine a world
different from the one you see today; you will never be able to build a better one.”

I would like to humbly thank various people who made MMU Press publications a success
especially in its RICES 2021 publications. All these achievements are made possible due to 
strong commitment by all, especially the Coordinator of Special Publication – Dr. Tan Yi Fei,
chief editors, editorial team members and the project leaders, who have contributed to the
publication of RICES 2021. The engagement, dedication, commitment, and effort dedicated to 
this book are indeed beyond words. Thank you and let’s make MMU Press be the beacon of
knowledge.

Assoc. Prof. Dr. Tan Siow Hooi
Deputy Director, Research Management Centre (Head of MMU Press)
Multimedia University
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ROF - A Framework to Auto Generate Requirements Specification

Background Problems:
60 percent of all errors in system development happen
during Requirements Engineering

•

• Existing elicitation method doesn’t give enough
guidance that could clearly guide the stakeholders and  
developers to specify requirements
•Much time and effort are needed to build 
requirements
document based on both technical and business  
perspectives
•There is a lack of integrated framework which 
performs  requirements elicitation and documentation

Requirements Engineering Process

This research proposes A framework, namely Rule-Based
Ontology Framework ( ROF) for auto- generating  
requirements specification

ROF Taxonomy

RequirementsDocumentationphase.
• The ROF includes Requirements Elicitation and

• Final output of ROF is Requirements Model in BPMN
notation and SRS document in ISO/IEC/IEEE 
29148:2018  template

ROF Specification

ROF is implementedin two applications:
• LecturerWorkload ManagementApplication(LWM)
• StudentPayment ManagementApplication(SPM)

No Type Language SoGware Tools
1. Database SQL MySQL MySQL Workbench 6.3 CE

PHP My Admin
2. Programmin

g Code
PHP, JAVA XAMPP 7.2.7

Jdk 1.8.0_101
Netbeans IDE 8.2

3. Web Server Apache 2.0
Handler

XAMPP 7.2.7 Notepad++

4. Ontology Definition
Language (DL)

DL Query 1.1.0 Protégé 4.1

INTRODUCTION

ROF Contribution
•This work proposes a rule-based ontology framework, ROF, for  
auto-generating requirements specification consists of:

• Performance measurements result proves that ROF improves
effectiveness and efficiency of building requirements  
document

• Finally, ROF provides an integrated framework for stakeholdersand developers, so that they minimize the risk of 
requirements
errors and improve the creation of requirements  
documentation resulting in project cost efficiency.

theoutput
• Requirements Elicitation with Requirements Ontologyas

• Requirements Documentation which auto-generate
Requirements model (BPMN) and SRS Document
(ISO/IEC/IEEE29148:2018)

No Criteria Manually Built Approach By Using ROF
1 Elicitation No detail guidelines Provide detail guideline (Gap

Identification Method)
2 Prioritization

Requirements
Manually without involved users
application

Using Kano’s Model

3 Business and system
enhancement

Not aligned Aligned

4 Requirements model Do not use any specific notation BPMN Notation
5 SRS Do not use any specific template ISO/IEC/IEEE 29148:2018
6 Requirements

Changes
Update manually, Need much
time and effort

Re-generate requirements
document, reduce time and  
effort

7 Variety of tools Non-integrated Integrated Framework

ROF IMPLEMENTATION

ROF Outputs:
1. Requirements Ontology (RO)

Part of ROF Generated RequirementsModel Part of ROF Generated SRS Document

Performance
Measurement Result

Validating Prototype 100% Passed
Measuring Effectiveness Reduce element and requirement errors

Measuring Efficiency (Saving of 70-80% or more time)

Sample of Requirements Ontology Instance
2. Requirements Model 3. SRS Document

Evaluation Result

Amarilis Putri Yanuarifiani
amarilis.fiani@gmail.com

Fang-Fang Chua
ffchua@mmu.edu.my

Gaik-Yee Chan
gychan58@yahoo.com



22



23



24



25



26



27

VEHICLE TYPE RECOGNITION IN NIGHTTIME SCENE
Willy Liew Wen How, Mohd Haris Lye Abdullah (FYP supervisor)

ABSTRACT CHALLENGES

• Intelligent Transportation System (ITS) has
become an often-mentioned topic as it is
outlined as one of the pillars to establish smart
city concept.

• Vehicle type recognition plays a vital role in
Intelligent Transportation System, which aims
to enhance traffic efficiency, implement
innovative traffic management and minimize
traffic accident.

METHODOLOGY

• camera viewpoint
• urban nighttime scene
• vehicle type classes
• vehicle scale size
• vehicle occlusion ratio
• recognizable by 

human’s eyes
• image resolution

Defining Scope
• motion-based detection
• vehicle lamp or car face 

segmentation
• deep neural network to 

extract features
• scene translation to 

enhance image features

Literature Review
• public dataset: 

DETRAC, Compcar, 
BIT

• data preprocessing
• self-labelled images

Dataset

• object detection algorithm: 
SSD, YOLO, Faster R-CNN

• backbone network: ResNet, 
MobileNet, DarkNet

• transfer learning

Building Model

• convergence of training 
session - total loss

• evaluate  mAP & FPS
• compare results with 

other established model

Analyzing Result

• output prediction 
test video to 
evaluate 
performance of 
model

• run model on Intel 
Upsquared maker 
board (In Progress)

Output

• hyperparameter tuning: learning rate scheduler, optimizer, regularizer
• data augmentation techniques
• modifying model architecture: number of layers and convolution operation

Fine-tuning

Objectives:
• make analysis, evaluation and comparison of different state-of-the-art vehicle type

recognition models
• achieve a tradeoff between detection accuracy and computational speed
• integrate contemporary model architectures to overcome the challenges of vehicle

detection in nighttime scene

Insufficient illumination due to lower
luminance
• deficient in appearance information
• contrast between vehicle and

background is not salient

Complex lighting environment
• interference from streetlights, building

illumination, reflection of light
• high rate of false vehicle detection

Significant feature loss in traditional CNN
architecture
• hard to detect small, blurry or occluded

vehicles

Scarcity of public nighttime vehicle
dataset
• insufficient training data causes

unsatisfactory recognition accuracy

RESULTS

• all objection detection models with respective
backbone network were trained with the same
dataset with transfer learning with weights from
pretrained model

• different cosine decay learning rate schedulers
were deployed to ensure the model achieves
convergence

• output prediction of trained model with online test
video in different scenario

DISCUSSIONS

• metrics used for model performance
evaluation:
1.Precision-Recall curve
2.mean Average Precision (mAP)
3.Frame per second (FPS)

• based on the comparison of results,
YOLOv3 with darknet achieves the
best result in term of detection
accuracy and processing speed

Detection Model SSD Faster R-CNN YOLOv3
Backbone Network Mobilenet ResNet50 ResNet50 Darknet
Input size 320x320 640x640 640x640 416x416
Processing speed 14.72 fps 5.35 fps 4.16 fps 13.06 fps
mAP 76.73% 77.41% 77.55% 87.43%

CONCLUSION
Vehicle types recognition in nighttime scene has large commercialization potential in
traffic flow analysis, automated toll fare collection, road speed enforcement and
smart parking management. Future works include running the model on Intel
Upsquared maker board and evaluating the performance in more diversed scenario
considering different traffic density, illumination intensity and weather condition.

Reference:
[1] H. K. Leung, X.-Z. Chen, C.-W. Yu, H.-Y. Liang, J.-Y. Wu, and Y.-L. Chen, “A Deep-Learning-Based Vehicle Detection Approach for Insufficient and Nighttime Illumination Conditions,” Appl. Sci., vol. 9, no. 22, 2019, doi: 10.3390/app9224769.
[2] L. Wen et al., “UA-DETRAC: A new benchmark and protocol for multi-object detection and tracking,” Comput. Vis. Image Underst., vol. 193, 2020, doi: 10.1016/j.cviu.2020.102907.
[3] See Jackson Hole, “Jackson Hole Wyoming USA Town Square Live Cam - SeeJH.com.” https://www.youtube.com/watch?v=1EiC9bvVGnk.
[4] Virtual Railfan, “La Grange, Kentucky USA - Virtual Railfan LIVE,” . https://www.youtube.com/watch?v=y7QiNgui5Tg.
[5] KUKU Sound & Film, “ASMR /ハイウェイサウンド、PASSING BY、TRAFFIC、CITY.” https://www.youtube.com/watch?v=xEtM1I1Afhc.

Complex lighting environment Low luminance & blurry vehicles Occluded vehicles
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VIDEO ANALYTICS USING DEEP LEARNING FOR HAJJ PILGRIMAGE CROWD MONITORING 
Project Leader: Assoc.Prof. Dr. Junaidi Abdullah, Mr. Md Roman Bhuiyan, Dr. Noramiza Hashim & Mr. Fahmid Al Farid

Faculty of Computing & Informatics, Multimedia University, Malaysia. 

❖Hajj is an annual religious gathering in
Mecca, Saudi Arabia.

❖These large groups of people move between
different religious sites to complete the
ritual.

❖Managing the large crowds is important to
prevent crowd disasters.

❖This research aims to propose improvements
on for hajj pilgrimage. crowd density
classification and crowd behavior analysis

❖ In this research we propose a Fully
Convolutional Neural Network (FCNN) based
framework for crowd movement analysis
and crowd density estimation.

Research Background Problem Statements

❖Nowadays, it is very important to perform
video analysis and monitor the crowd
density of the pilgrims and detect any
abnormal movement. To achieve this,
there is a need for state-of-the-art
technologies such as deep learning.

❖There is a big challenge in analyzing
images or videos that involve movement
of large numbers of pilgrims with density
ranging between 7 to 8 people per
square meter.

❖Currently, there is no standard dataset for
Hajj scenario.

Research Objectives

1. To build deep learning architecture
to effectively capture both the spatial
& temporal features for automatic
crowd density estimation and
abnormal crowd behaviour.
2. To develop a new dataset based on
hajj pilgrimages.

Proposed Approach
Objective 1: To build deep learning
architecture to effectively capture both
the spatial & temporal features, for
automatic crowd density estimation and
abnormal crowd behavior.

Proposed Approach

Proposed Approach Proposed Approach Proposed Approach Proposed Approach

Proposed Approach

Objective 2: To Develop a new dataset based on hajj

pilgrimages

❖The first collection of datasets covering the type of

Hajj ritual events (Tawaf around Kabaa).

❖The spatial resolutions are high-resolution

(1,280x720) pixels for images (HD) and

(1,280××720) pixels (HD) for videos

❖Source of Data collection from the YouTube.

❖For crowd density analysis, we need to classify

dataset into 5 classes. We will collect 30000

thousand images that will contain 5 classes.

❖For abnormal and normal video analysis, we need to

get 100 videos (10s for each video) dataset.

❖For training data I will use 80% and testing 20% .

Proposed Dataset Crowd Analysis Results Crowd Analysis Comparison Table
Method 
Name

Very 
Low

Low Medium High Very High Overall 
Accuracy

ResNet 66.25 80.20 85.50 91.77 90.25 82.79

VGGNet 70.50 77.80 90.45 80.25 94.25 82.65

FCNN 
(Our

Model)

93.50 91.00 95.00 94.50 98.20 94.44

TABLE 1: ACCURACY COMAPRISION FOR CROWD ANALYSIS  USING OUR 
MODEL AND HAJJ-CROWD DATASET-2021.

Crowd Anomaly Detection Comparison Table
Approach AUC ERR%

HOFM (R. V. H. M. Colque, C. A. C. Júnior, and W.
R. Schwartz, 2015)

0.806 28.6

HOG3D(A. Kläser, M. Marszałek, and C. Schmid,

2008)

0.5 50.0

MBH(H. Wang, A. Kläser, C. Schmid, and C.-L. Liu,

2013)

0.539 48.7

HOOF (R. Chaudhry, A. Ravichandran, G. Hager,

and R. Vidal, 2009)

0.765 26.2

Our Results (CAHM) 0.907 9.0

Anomaly Classification Graphical Results

TABLE 2: ANOMALY DETECTION AUC AND ERR (%) RESULTS
OF OUR HAJJ-CROWD VIDEO DATA SET. 

Contact: Md Roman Bhuiyan 
E-mail: romanbhuiyanpv@gmail.com 

Anomaly Classification Results
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Conclusion

This research provides a new approach for crowd density

estimation using a convolutional neural network. A multi-

column structure of high-level feedback processing that

addresses the problems in large crowds is the proposed

model of the convolutional neural network. The proposed

model can recognize moving crowds, which leads to

improved performance. We found that crowd analysis prior

to crowd has significantly boosted the efficiency of analysis

for extremely dense crowd scenarios.

Commercialization Potential

This research has a wide range of

applications and has the potential to be

commercialized. This study is critical not

just for Hajj pilgrims, but also for other

forms of gatherings, such as sports, retail

malls, and roadways. This study will be

commercialized to identify abnormalities

in all forms of large crowds. We think that

if we can find funding to market our

developed solution, it will be a significant

contribution to humanity.
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